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Abstract. Nowadays the Augmented Reality (AR) has been spread into
several practical areas of applications. Nonetheless, in many cases the in-
teraction between the real and virtual content is in somehow limited. In
this regard, most of the work has devoted to the study of AR using
physical controls and gesture recognition. In recent years, several works
have moved their attention to research more natural ways of interaction.
One of the main problems of interest is the physically-based modeling
of real objects. This is, export the physical properties of real objects to
the virtual objects. Providing a user interface with such physical prop-
erties makes possible to improve the user experience. In this proposal,
we are interested in modeling three physical properties (weight, center of
gravity and material) into the virtual objects and also modeling the en-
vironment. Preliminary results, show that using a 3D sensor to generate
a point-cloud-based mesh, it is possible to model a suitable environment
that improve the spatial-awareness by allowing occlusion handling. Such
modeling seems to be an ideal scenario to perform the physically inter-
action.

Key words: Physically-based modeling, natural interaction, augmented
reality, 3D sensors.

1 Introduction

Augmented Reality (AR) has the potential to bring new user interfaces, in which
space is not restricted to a screen and controls, even they could be unnecessary.
The classical AR aims to superimpose synthetic information on a view of the
real world where both elements, real and virtual, look as a part of the same 3D
scene. In this way, a user can receive useful information in real time and in a most
adequate place (real environment) in order to be guided in a determined task. In
the last years, with the progress of portable technologies such as smartphones,
cameras, and sensors for tracking, many AR applications have been developed in
several fields. However, the interaction methods provided for such applications
are restricted to the use of common input devices: mouse and keyboard. This
situation produce a poor user-computer interaction environment.
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In this regard, an ideal application of AR should have two main features:
1) allowing the user to interact with the virtual content in a more natural and
intuitive way, and 2) the system must provide a kind of feedback mechanism
to ensure the spatial-awareness (mixed space) of the user while navigation is
performed in the environment. The aforementioned two points are key proce-
dures to improve the immersion and user experience. In this context, different
approaches have been used to give more natural ways of interaction with virtual
content. There are two main approaches focused on improving the user experi-
ence: i) the use of physical objects to interact with the virtual content (tangible
user interfaces, TUI), and ii) the use of gesture recognition. The first approach is
based on using physical objects as a tool for interacting with virtual objects, this
approach was one of the first that removed the dependence of the use of controls
along the manipulation phase [11, 12, 15]. The main idea behind this approach,
is to manipulate the real object and then reproduce this behavior in the virtual
object, thereby when the physical object is manipulated the associated virtual
one does too. In this way the user has the feeling of interacting with a real ob-
ject. Because of the rise of the use of mobile devices, this approach adopted a
new form; in this case, the manipulation of virtual objects is based on the use
of tactile screens and sensors for tracking and tracing (GPS, accelerometers and
gyroscopes). Researches in this approach provide a way of interaction with vir-
tual content through the device, using it as an interface [21, 10, 7, 8, 6]. In spite of
providing more intuitive ways for interacting, these works, still remain far from
provide an enhanced user experience. The second approach is the one based in
gesture recognition, in [13, 3, 2, 14] the authors propose more natural methods
for interacting by matching gestures with actions applied to the virtual model.
In these works the gestures do not imply contact with the virtual object. On the
other hand, in [18, 9, 1] the authors consider the contact with the virtual object
and they propose a modeling of that. Finally, the above two main approaches
(the use of physical objects and gesture recognition) can be combined into an
hybrid approach, in order to consider both of them. This approach is best known
as multi-modal interfaces [4].

In order to provide a more natural and intuitive mechanism for interaction
in AR, it is necessary going beyond the gesture recognition. In real life, while
interacting with real objects there are a number of physical constraints which de-
termine the behavior of such object, these restrictions also determine the user’s
behavior necessary to manipulate the object. Thus, according to the literature,
a way to improve the user experience in AR is modeling the virtual content in
such a way it can react to the real world. This is achieved by modeling physi-
cal properties into the virtual object, but also modeling the way in which the
environment interact with the virtual content. In this way, the user experience
is improved by giving to the user the feeling that virtual objects are part of
the real world. Furthermore, this condition might allow a natural interaction
directly with the user’s hands. Having said that, this research is closer to the
second approach. The research lies in designing methods to give to the user a
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physically-based way of interaction in AR with the purpose of improving the
user experience. The main problem addressed in this research is deepen next.

Problem: gestures are the most expressive form of communication between
humans and computers. Moreover, despite of the approach based on gesture
recognition has been used extensively to interact with virtual content in AR,
most of these works usually do not consider physical properties to model its
behavior. The latter result in a poor manipulation experience due to the lack of
feedback; this is there are no feeling of working with real objects. On the other
hand, it has been shown that considering physical properties while modeling
the virtual content improved the immersion of an AR system, mainly along the
interaction phase [16, 5, 18, 17].

Main objective: Proposing an strategy for natural interaction with virtual
objects in an augmented reality environment that considers physical properties
(weight, center of gravity, material) of real objects to model virtual objects.

Main contribution: the main contribution in this research is the design of
algorithms for modeling real and virtual objects considering physical properties
to provide a mechanism for a natural user-experience in AR.

Following the above three points, this research lies on a physically-based
interaction in augmented reality; mainly in modeling physical properties to em-
ulate the behavior of a real object when this is pushed by another one and, then
apply this model to a virtual object. We are focused in modeling properties of
rigid objects directly involved in the interaction task. As a first approach we
have considered to model the rigid virtual objects through the use of the finite
element method (FEM), The latter is because its capabilities could reproduce
real-world behavior [22, 20, 23]. For the rest of the scene we have considered to
build a simple mesh from a point-cloud1 obtained with a 3D sensor. We are
interested in modeling only certain specific-target objects, the rest of the scene
can be treated as a simple mesh. The rest of this paper is organized as follows:
in Section 2 describe the research methodology. In Section 3 we show the work
done so far. Finally, in Section 4 an analysis of the obtained results is presented
and future avenues of inquiry.

2 Research Methodology

The proposed methodology is divided into five main parts, where the main con-
tributions are listed in 1(b), 2 y 3:

1. Designing an spatial representation of the work area to allow colli-
sion detection and occlusion handling: collision detection and occlusion
handling among objects are important features to improve the user experi-
ence, while the interaction is performed through the virtual content. To make

1 Point-cloud: in a three-dimensional coordinate system, is a set of points in which
the points are usually defined by [X,Y, Z] coordinates, and often are intended to
represent the external surface of an object. A point-cloud may contain additional
components as color and direction.
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virtual objects react to a collision as a result of an applied force on them, it
is needed to model both the virtual object and also the environment. More-
over, the modeling allows detect occlusion relationship, i.e., after reacting to
a force, a virtual object could be behind of a real one. The modeling of the
environment allow this condition.

(a) Creating a general model (mesh) in which the virtual object
could be attached: the main idea is to use a point-cloud-based repre-
sentation using a 3D sensor to create a mesh geometry, which will cover
the entire work area. The main problems working with a cloud point
obtained from a 3D sensor are: i) there are areas that are not covered by
the sensor that produces holes on the mesh, in which the virtual content
can not be attached, and ii) there is an overlapping between the mesh
and the rgb image.

(b) Modeling an specific horizontal flat surface, in which the virtual
object should slide when a force is applied to it: once the general
model of the work area was created, the next step is to segment an
specific flat surface, on which the virtual object will be slipped. We are
focused in modeling this surface with two different materials: wood and
glass.

(c) Modeling the obstacles in which the virtual object should col-
lide: in this point we are interested in select vertical surfaces, which will
represent obstacles on the general geometry and model them like a rigid
bodies.

This stage include an study of 3D reconstruction and physical modeling
approaches as well as point-cloud correction techniques.

2. Physically-based modeling of virtual objects: in this stage we are fo-
cused in reproduce the behavior of an object, mainly when a perpendicular
force is applied on one side. The physical properties considered to model the
virtual object are the following: i) weight, ii) center of gravity (contact area
which is divided into six zones, see Fig 1), and iii) material (resistance and
friction). Initially, we propose to work with three objects with well-defined
shapes, which are: cube, pyramid, and sphere. We propose to combine two
approaches: i) to use a Finite Element Method to describe the physical con-
straints and the geometry itself, and ii) to use semantic rules to describe the
behavior. Both approaches are studied along this stage and an analysis of
the advantages and disadvantages of each approach will be made.

3. Modeling the tool to interact with the virtual content (user’s
hand): once the work area and the virtual objects have been modeled, the
last element to complete the interaction phase, is the tool used to interact
with the virtual content. We are focusing in only one interaction way: push
an object; so we propose to model the hand as a rigid body, where only the
tip of the index finger will have a slight deformation when the contact occurs.
Figure 2 shows the shape of the model. In order to match the model with
the real hand, we propose a color-based approach to segment the hand in
a real video sequence. Then a template-matching approach is used to select
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Fig. 1. Contact area

a more appropriate shape according to the size. During the interaction task
we assume that the shape is constant.

Fig. 2. Push model hand

4. Designing a feedback mechanism to guide the user during the in-
teraction task: when working with virtual objects in an interaction task is
necessary to provide some sort of feedback to advise the user that is han-
dling with a virtual object or maybe to guide him/her to the right position
to be touched. We are interested in forms of haptic feedback; to this end, we
will study different approaches on visual, auditory and tactile feedback. The
integration of such mechanism to the interaction process will also be made
in this stage.

5. Evaluating the proposed strategy for physical-interaction in AR:
two applications will be designed in order to evaluate the proposed strategy.
The first one will be designed so as to measure the difference of the final
positions between the real and virtual objects after a force is applied on
each one, as well as the difference of the paths followed to reach the final
positions. This application will take place in the early stage of the research,
in which the user will be asked to apply a force on a virtual object to show its
behavior. In the later stage, we will focus on the second application, which
aims to evaluate the user experience and usability. In order to achieve that
a user study will be performed through this application.

We expect to achieve the goals of this research by following this methodology.
In the next section we describe the preliminary results obtained so far.
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3 Preliminary Results

This section describes the preliminary results of our research. It also describes
the work preformed following the proposed research methodology.

3.1 Modeling a spatial representation of the work area

As a first approach, we propose to use a point-cloud from a 3D sensor to cre-
ate a representation of the environment. Figure 3 shows a common point-cloud
obtained from the sensor. Figure 3(a) shows the original point-cloud, which has
over 307,000 points, composed by [x, y, z] and color data. We can see the more
black pixels being holes in which the virtual object cannot be attached. Figure
3(b) shows a correction of the point-cloud to fill holes. To do this, we used the
inpainting-telea algorithm [19].

The original cloud have many points and it is impractical to be used in a
real-time application, Figure 3(c) depicts an example of reducing the point-cloud
density. By using thresholding, we can delete points out of the work area; how-
ever, the cloud remaining still has unnecessary points (there is not a significant
difference in the z component of many grouped points). In this point, we are
interested in methods that allows reducing the redundant information without
sacrificing significant geometries. After the cloud is reduced, the normal2 of the
faces (triangular faces) must be calculated and added to it; so, now the cloud
has five components. A first candidate to be used in this point is the moving
least squares method (MLS), which is used to reconstruct a surface from a set
of points and to calculate the normal of the faces. This produces a smoothed
cloud.

(a) raw data (b) inpainting (c) thresholding

Fig. 3. Point-cloud from kinect

Once we have the five components, the surface can be reconstructed. Figure
(4) shows only the hand area that is reconstructed using the greedy triangulation

2 In geometry, the normal is an object such as a line or vector that is perpendicular
to a given object. In this case it can be seen as the direction of the faces.
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algorithm, provided by PCL library3. The reconstructed surface enables the
occlusion handling and lays the foundation for collision detection. Only the hand
area was reconstructed because we are only using the threshold filter for reducing
the cloud. Thus, this is still computationally expensive.

(a) (b)

Fig. 4. Enabling occlusion

3.2 Evaluating the proposed strategy

The evaluation will be conducted within the context of an application. In this
point of the research, we have already defined a user study, which will be driven
through this application. Furthermore, this study will help us to define the fea-
tures that should be present in the application itself.

Objective: with this study we want to evaluate the proposed strategy for
interacting in AR, in terms of realism and intuitiveness. The two main factors
which we are interested in measuring are:

1. User experience: involves the person’s behaviors, attitudes, and emotions
about using our application.
– Intuitiveness: involves the feeling of naturalness and human-likeness in

interacting with the virtual content.
– Captivation: involves the feeling of being immersed and captivated in

the interaction with the AR.
– Responsive: involves the feeling about the response time of the system

to a particular action.
– Tangibility: involves the feelings spatial-awareness and coherence of the

content according with the environment.
2. Usability: involves the distribution of content and clarity with which the

interaction is designed.

3 http://www.pointclouds.org
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– Learnability: involves the easy to accomplish a task the first time the
user has contact with the application.

– Efficiency: involves the speed with which a task is performed.
– Errors: involves the number of errors made by the user in a task.

External factors: there are some external factors that can influence in the
evaluation, we are interested in control the next two.

– User experience: the user experience with AR systems is a key factor in
performing a task.

– Incentives: the willingness of the user to perform a task influenced in the
result, a change in user motivation usually results in a change in what he/she
does. In this point, we are studying the best way to encourage the partici-
pants without causing bias.

Users: the users play an important role in this evaluation, in order to cover
as many aspects as possible and considering that the application is a game,
the participants will be divided into three groups: 1) inexperienced users in
augmented reality systems and video games, 2) inexperienced users in augmented
reality but experienced in video games and 3) experienced users in augmented
reality systems and video game.

Setting: each participant will be given a tutorial before performing the task.
Then he/she will be asked by the system to perform certain tasks. While the
user is performing the tasks, an observer will note for feedback purpose. When
all tasks are completed, the participant will be asked to answer a poll covering
all aforementioned aspects.

A more accurate evaluation also will be addressed in order to give founda-
tions that allows the comparison with other works. This include measuring the
differences between the final positions (translation and rotation) of the real and
virtual objects after an interaction task, as well as measuring the differences
between the paths followed to get the final position.

4 Conclusions

In this paper, we present our research proposal to address the problem of natural
interaction in augmented reality. The main motivation to do this work is to
advance in the state-of-the-art with respect to interaction approaches in AR
using a physical-based modeling to reproduce the behavior of real objects into
virtual objects. To achieve a realistic interaction we consider modeling both
the virtual and the real objects. Although our research is in the early stage,
the preliminary results showed in Figure 4 give evidence that it is possible to
improve the spatial-awareness of the user. The user can determine at all time
the right position of the objects in a mixed space, that suggest evidence that the
modeling of both real and virtual elements is a right direction to achieve and
realistic interaction in an AR environment. The future paths of our research are
focused on exploring video-games techniques of physical modeling and propose
methods to bring them to a real interaction. We are also interested in propose
novel feedback mechanisms to guide the user along the interaction.
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